
A new approach to modeling social institutions using artificial

neural networks

Simon Angus, Andrew Bell, Paul Hooper, Elizabeth Mullane, and Rafal Raciborski

August 15, 2007

1 Summary

Optimization models in biology and the social sciences assume that agents make deci-
sions that maximize their payoffs under particular ecological, technological, and social
constraints. While the assumption that the environment of decision-making is determined
by factors outside the system often simplifies modeling, the fact that humans have the
capacity to create and pass on institutions that markedly alter this environment greatly
complicates attempts to model the evolution of human social behavior through time. While
several attempts have been made to model the co-evolution of social institutions and behav-
ior in fairly specific problem settings using analytic game theory and simulation (reviewed
briefly below), we were interested in developing a new modeling framework which would
allow the modeler to ask more general questions about the creation, maintenance, and
evolution of social institutions abstracted from the details of a particular problem setting.
This framework incorporates the use of artificial neural networks to represent the interre-
lated effects of behavior, institutions, and exogenous environment on individual payoffs, as
well as an explicit network structure by which behavioral and institutional traits may move
throughout a population. We present the first-generation results of this project, which in-
vestigate the impact of the structure of the informational network on the emergence and
stability of individually and socially beneficial institutions.

1



2 Past approaches to social dilemmas and institutional evo-
lution

We define institutions as artifices that are created or adopted by individuals within a sys-
tem that impact the costs and benefits of a given set of behaviors, either by modifying
expectations about how others in the system will behave (e.g. conventions), or by mod-
ifying the raw payoffs associated with a decision via reward or punishment (e.g. social
norms, laws). Because there is no demand for institutions where institutionally unmedi-
ated self-interested decisions lead to good individual and social outcomes, most interest in
the evolution of institutions focuses on social dilemmas—cases such as cooperation in the
prisoner’s dilemma, common pool resource use, and public goods provisioning—where my-
opic individual decision making is incompatible with achieving the social optimum (Gilbert
2006).

The evolution of cooperation among individuals has been tackled from a large number
of perspectives. The existing economic literature approaches the study of norms through
the calculus of a rational individual. Starting with Olson (1965), the underlying assump-
tion is that agents will contribute to the common good up to the point where the marginal
cost of cooperation equals its marginal benefit. Hardin’s (1968) seminal paper on the “The
Tragedy of the Commons” extended this logic to the problem of the overexploitation of
common pool resources. These models assume that agents are perfectly informed about
their and others’ utility function and payoff structures (e.g. Ostrom, Gardner, & Walker
1992, Ostrom et al. 1999, Budescu, Rapoport, & Sulaiman 1995, Casari & Plott 2003),
although as further studies show, this assumption is robust to relaxation (see, for exam-
ple, Mookherjee & Sopher 1994, and Oechssler & Schipper 2003 for games of minimal
information, and Apesteguia 2006 for games of incomplete information). The pessimistic
conclusion is that cooperation is only possible in small groups or with an external enforcer.

Although analytically tractable, game theory models suffer from limitations with re-
spect to the study of social norms and other institutions. First, most formal models provide
only restricted means of accommodating institutional change. Even though a number of
more recent studies introduce communication among players or between-round bargaining
(e.g. Baland & Platteau 1996, Ostrom 1999, McCay 2002), agents negotiate only with
respect to a specific institutional environment and change is represented by a new payoff
structure instead of a new set of norms per se (see also Young 1993, Skyrms 1996, Boyd
& Richerson 1996, Bowles 2001, and Henrich 2004 for formal evolutionary theories of in-
stitutions). The formal framework is not yet flexile enough to generalize the evolutionary
dynamic to more abstract settings.

Evolutionary game theoretic models depart from the assumption of prescient rational-
ity and investigate the behavioral change under given a process of selection or imitation
(c.f. Lewontin 1961, Oster & Wilson 1978, and Maynard Smith 1982). Axelrod (1984,
1986) presents an evolutionary model of norms that relies on the elimination of inferior
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and survival of beneficial strategies. Players retain the most effective strategies, and new
strategies can be introduced by random mutations of old ones. Instead of converging to an
equilibrium, the society often follows diverse paths of behavior.

3 A new approach

We were interested in developing a framework for modeling the co-evolution of individual
behavior and social institutions utilizing artificial neural networks (ANNs). This framework
has three appealing properties: it is at once novel, general, and generative.

Neural networks serve as multi-input, multi-output processing devices that can either
be specified in a top-down manner, or trained via feedback processes to approximate un-
known mapping functions. The sequential wiring of multiple internal layers, each composed
of several nodes with non-linear activation functions, gives ANNs remarkable power in rep-
resenting complex real-world functions (Krose & van der Smagt 1996). ANNs have been
used to examine numerous problems in the physical and social sciences, including identi-
fying specific oligonucelotides in the human genome, predicting fog, and determining the
ration of browning in potato chips, to name just a few current applications (Liu et al. 2007,
Fabbian, de Dear and Lellyett 2007, Serpen & Gokmen 2007). They have not, however, yet
been systematically applied to understanding the adoption and evolution of social norms
within a group.

The flexibility of the size and composition of the neural network make it a potentially
powerful framework for analyzing general patterns in the development or collapse of social
cohesion. We were interested in being able to ask questions about the role of learning
rules and agent memory in promoting or attenuating the development of efficient social
institutions without specifying, and therefore being restricted to, a particular problem set-
ting (e.g. the public goods game or the repeated prisoner’s dilemma). Like an ANN, each
game theoretic problem setting specifies a mapping between agent behavior and payoffs,
often in combinatorial, non-linear ways. Substituting the ANN for the specific payoff struc-
ture therefore allows for a generative approach, by which the experimenter may produce a
class of game-theory-esque mapping functions, rather than being limited to addressing the
specifics of one alone.

We imagine then that (exogenous) environmental and (endogenous) institutional ef-
fects are both realized through ANN processing functions. Behaviors may ultimately have
positive, negative, or neutral effects on one’s payoffs, effects which may be conditional on
other actions undertaken by that same player or other players. Including an individual’s
behavior as well as an index (such as the mean) of aggregate group behavior as inputs to
the payoff function allows us to implement positive or negative externalities that individual
decision-making has on other players.
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4 A first-generation model

Norms and environmental constraints are built into the model as a two-layer neural net-
work with n outer nodes and m inner nodes. The n outer nodes represent n independent
traits, or behaviors, of the agents. The m inner nodes can be conceptualized as m inde-
pendent relationships among these behaviors. Thus, the size of m relative to n can be
thought of as describing the complexity of interactions among behaviors. The first layer of
connections (from n nodes to m nodes) represents social norms—collective understanding
of how behaviors relate to each other and the environment—and changes over the course
of each experiment. The second layer of connections (from m nodes to n nodes) represents
the environmental constraints imposed upon the different behaviors, whose values are ran-
domly assigned and which remain fixed over the course of the experiment. The society
consists of a set of q agents, which are related through the q×q network structure matrix
S, an adjacency matrix of connections among agents.

Each agent is randomly assigned values scaling between 0 and 1 for each trait, and
values scaling between -1 and 1 for each connection in the first (norms) layer of the neural
network. The actual norms layer is calculated as the average across all agents for the m×n
set of connections. The environmental constraints are also assigned values scaling between
-1 and 1 at the beginning of the experiment. The matrix S is assigned values of 0 and 1
randomly, with the density of 1s (connections) assigned by the parameter f ranging from
0 to 1.

Agent payoffs are calculated by inputting the set of traits to the neural network, and
calculating the output from the two layers. If E is the adjacency matrix describing the
environmental constraints, W is the adjacency matrix describing the averaged norms across
agents, and b is the vector of traits for agent i, then the payoff vector p is given by:

p = Wn×m ∗ Em×n ∗ bn×1

The overall payoff for an agent is simply the sum of the payoff vector p. Agents improve
their payoffs over time by looking back through a “memory” of length k of previous payoffs.
The value of the lowest payoff in memory is subtracted from all payoffs, and the resulting
values converted to a cumulative sum vector, normalized to range from 0 to 1. The distance
between adjacent values i-1 and i in this vector represents the probability that i is chosen
as the best payoff, so that larger payoffs have a higher probability of being selected. Once a
best payoff is selected, agents choose with equal probability to update either their behavior
b or norms W with the associated b or W from that time period. In the case of W, the
updated W will actually be a weighted average of all agent W values from that time period
for agents connected to the current agent (as described in S).

After updating, all values for the agent b vector and W matrix are mutated by a
randomly selected value within the ranges δb and δW . A constraint in this model is that
the sum of the b vector (effort put into behaviors) and the sum of the absolute values of the
W matrix (effort, or conviction, for different ideas) are chosen to be conserved. Thus, after
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Parameter Value
Outer Nodes n 3
Inner Nodes m 5
Agents q 20
δb 0.0667
δW 0.0133

Table 1: Parameter Values for Experiments 1 and 2

updating and mutating agent traits, both b and W are renormalized to retain the same
summed value as in each previous timestep. Thus, adding strength to any one connection
or behavior indirectly takes strength away from all other connections or behaviors.

This process is repeated for all agents in the society, for all timesteps in the simulation.

5 Results

5.1 Effect of Information Structure

For a small number of initial random seeds, we varied the network density parameter f
from 0 (no connections) up to a value of 0.9 (densely connected network). We performed
two sets of experiments—in Experiment 1, the values of W and E were allowed to scale
from -1 to 1; in Experiment 2, the values of W and E were allowed to scale only from 0 to
1 (Table 1).

For a typical run in Experiment 1, the average payoff for all agents rapidly increases
as the update and mutate mechanism quickly allows each agent to improve the allocation
of their efforts (Figure 1 A). After an initial period of rapid growth, the growth slows,
and trends become non-monotonic. It is interesting to see that as f increases from 0, the
path of the average payoff appears to become less smooth for small non-zero values of f.
However, for larger values of f, the average payoff is much smoother and lower overall. As
f is increased, the rate at which the traits b settle out increases dramatically (Figure 1
B), so that for high values of f the variance in b across agents is at a minimum from
very early on—the agents are not exploring the trait space. The variance will however not
drop to zero, as there is some variance in the total ’effort’ available to each agent, which
is conserved throughout the experiment. The average variance in W across agents is also
lower for higher values of f (Figure 1 C). Here, the width of the path is largely a function
of the δW parameter; what is striking is the lack of large spikes in average variance for
larger values of f, seen in the other runs as major shifts in ‘norms’ occur.

Much is the same for a typical run in Experiment 2, with one striking exception (Fig-
ure 2 A). Here, the shapes of all paths are similar to Experiment 1, except that now larger
values of f lead to higher average payoffs. A more subtle difference in the results is that
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Figure 1: A typical model run with W and E scaling from -1 to 1

the average variance in traits b appears to be very slowly tracking upward from initially
low values for runs with larger f.

6 Discussion

6.1 Information Structure

One clear and easily understood effect of information structure is that trends in average
payoff are smoother with higher values of f. The averaging effect of information exchange
among agents makes their own traits and norms more homogeneous and less vulnerable to
large swings.

The more interesting effect is the clear difference in the value of information between
cases where W and E scale between -1 and 1 (Experiment 1), and where they only scale
from 0 to 1 (Experiment 2). One possible explanation for this is that when negative values
are allowed, the averaging of W over large numbers of agents may give results for W
that differ in sign from that of the true optimal value. A negative sign in W when the
corresponding link in E is positive will give a negative payoff, and vice versa. In cases
where negative values are not allowed, however, this issue does not arise—the averaging
effect simply smoothes out the norm values, and perhaps leads to better overall outcomes.

There is a clear slow trend in behavior variance for high values of f in Experiment 2.
Possibly, the smoother, more coherent averaging effect in Experiment 2 provides a better
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Figure 2: A typical model run with W and E scaling from 0 to 1

environment for agents to explore different behaviors when information is high than under
the same conditions in Experiment 1.

Also, though the entire f space is not explored, it seems as though there exists some kind
of information ‘percolation threshold’ separating two behavioral regimes, a value less than
0.5 and greater than 0.2. Between 0 and this threshold value, the sharing of information
only among pockets of agents appears to allow large swings in average payoff across the
society, and may be leading to locally dominant behavior and norm strategies.

7 Future work

We plan to develop a second generation of models utilizing the ANN framework that in-
corporates the following features: (1) institutional and environmental processing will be
functionally separated, allowing for non-zero payoffs even in an institutionless ’state of
nature’; (2) average population behaviors will be included as inputs to both institutional
and environmental ANNs, allowing for the explicit representation of positive and negative
externalities; and (3) we will allow investment in institutions to impose direct costs on
agents, such that one must sacrifice wealth to carry normative beliefs or support institu-
tional mechanisms of reward or punishment.
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