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Materials and Metods

Data Sources

Data for road surface in United States Federal-Aid Urbanized Areas (mostly equivalent to

Metropolitan Statistical Areas, or MSAs), shown in Fig. 1A, is provided by the Office of High-

way Policy Information from the Federal Highway Administration. It is available online at

http://www.fhwa.dot.gov/policyinformation/statistics.cfm, under ”Ur-

banized Area Summaries”. Data from the 2006 report was used in Fig. 1A. Gross Metropolitan

Product for US Metropolitan Statistical Areas, shown in Fig. 1B, is compiled by the US Bureau

of Economic Analysis (BEA) since 2001 and is available online at http://www.bea.gov/

regional/. Data for 2006 was used to produce Fig. 1B.

Data for the supplementary figures was obtained from Urban Audit/Eurostat (available

at http://www.urbanaudit.org), from collections of official Chinese statistics (avail-

able at: http://chinadataonline.org), from Japan’s Statistical Yearbook (available

at http://www.stat.go.jp/english/data/) and from the US Bureau of Economic

Analysis (BEA) (available at http://www.bea.gov/regional/). The year or temporal

period used in producing Figs. S1-3 is indicated in the corresponding caption.

Estimation of Scaling Parameters

Best fits to data to obtain the scaling parameters in Figs. 1A, 1B, S1-3, were performed using

ordinary least squares minimization to a linear relation of the logarithmically transformed vari-

ables. These fits involve the estimation of two parameters: a pre-factor (such as Y0), and an

exponent, such as β (see Figs. 1, S1-3). The number of cities (taken as Metropolitan Areas or

their equivalent) for which data are available varies with the size of each national urban system,

between several hundred (in the US and China) and tens of cities. e.g. for Japan or Germany, see

Table S3. For some quantities, data are available for thousands of cities, either by aggregating
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across national urban systems (16) or by taking into account smaller population agglomerations

(18,25).

Parameter Definitions and Estimated Values

Table S1 gives a summary of fundamental urban input variables and of key, theoretically de-

rived, urban parameters. Table S2 shows the explicit dependence of the scaling pre-factors and

exponents on these parameters, as derived in the main text and presented in Table 1. Table S3

provides an annotated synthesis of data sources and of the existing literature on empirical ur-

ban scaling relations (including new results reported here). Table S3 also provides a general

overview of estimated values for exponents and their uncertainty intervals, summarized in Ta-

ble 1. Additional discussion of data sources, the nature of proxy quantities and specific issues

relating to each scaling relation is provided in Supplementary Text, below.

Supplementary Text

From Social Interaction Networks to Average Socioeconomic Rates

In general, I describe social interactions in a city in terms of a generalized graph, F k
ij , (a graph

between elements i and j, mediated by a set of different interaction types - friendship, employ-

ment, acquaintance, etc - indexed by k) as

Y =
∑
i,j;k

gkF
k
ij, (S1)

where gk is the strength per link of the interaction of type k to generate the total output of

the city, Y . Note that the couplings, gk, can be either positive (attractive, expressing a social

benefit, e.g. mutually beneficial economic relations) or negative (repulsive, expressing a social

cost e.g. crime), though the balance must be positive for the city to exist, see below. The

couplings gk have dimensions of Y per interaction, for example units of money or energy per
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unit time, per interaction. In a city there are many forms of interactions. For example, economic

transactions contribute to economic output in terms of wages, profits, and many other quantities.

Crime, in contrast, may be the output of non-economic interactions such as those between

the perpetrator and the victim as well as those mediated by law enforcement and by citizens

themselves. Likewise, the interactions that lead to the spread of a contagious disease will be

mediated by their specific types of encounters. The urban environment affects its citizens across

all these dimensions so that a theory of cities must take them into account together.

The essential point I make here is that all these processes share the same average underlying

dynamics of social encounters in space and time, against the background of the city and its

infrastructure networks. To see this more explicitly, first consider the number of interactions,

Ii,k, of a specific individual i, across all modes, k,

Ii,k =
∑

j

F k
ij. (S2)

I consider the situation where the strength of the interaction k, is statistically independent of the

specific pair i, j so that I can write F k
ij = p(k|ij)Fij = p(k)Fij , where p(k) is the probability

of different interaction modes, k, per link and Fij is the social network across all interaction

types. Now consider that these interactions take place in space and time. Each individual is

characterized by an interaction area, a0, (a cross section in the language of physics) and by a

length traveled in the network, `. This spans a worldsheet, which is a fraction of the total public

space volume, Vn, (or area, in 2D networks, An, which is the notation used in the main text) of

the city. Because both a0 and ` are intrinsic properties of individuals I take these two parameters

as independent of the type of interactions k.

Taking all people to be homogeneously distributed in this volume (the mean field assump-

tion), the average total interactions experienced by our test individual, Īi,k, are given by the
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ratio of the two volumes times the total number of (other) individuals, i.e.

Īi,k = p(k)

∫
dDxΓ(x)δ (x− x(t)) ' p(k)Γn

∫
dxDδ (x− x(t))

= p(k)a0`
N − 1

Vn

' p(k)a0`
N

Vn

, (S3)

with Γ(x) the density in public networks (and Γn its average value), where interactions take

place. In this last expression I wrote N − 1 ' N , for large N (33). Note that any other

sufficiently short-range interaction potential, not necessarily a δ-function, would lead to the

same result, Eq. (S3), up to a dimensionless multiplicative constant, independent of N . Then, I

can finally write

Y =
∑

k

Īi,k = ḡ
a0`

Vn

N, ḡ =
∑

k

p(k)gk, (S4)

which are the total interactions experienced on the average by an individual i, in a city of popu-

lation N , and public volume Vn. The coupling ḡ is the average strength per link of interactions

over all modes. In the main text, I take the volume of public space of the city to scale like that

of its infrastructure networks, An. In the two dimensional case (D=2) the cross sectional area a0

takes the dimension of a traverse length, so that the ratio of (2-dimensional) volumes remains a

pure dimensionless number. Thus, we obtain

Y = G
N2

An

, (S5)

with G ≡ ḡa0`.

It is important to stress that although social interactions are local and take place at the most

microscopic level between two individuals, Eq. (S1) leads nevertheless to effective interactions

between individuals that are not directly connected, through chains of people between them,

and between individuals and institutions (firms, public administration) as well as between insti-

tutions themselves. These effective interactions are obtained via the appropriate groupings of

individuals in social or economic organizations and by the consideration of the resulting coarse-

grained interactions between such entities (which are always ultimately mediated by people).
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Institutions and industries that benefit from strong mutual interactions may aggregate in space

and time within the city in order to maximize their Y −W (see below), a point first made by

Marshall (23) in the context of industrial districts. Others organizations may benefit primarily

from the mean-field effects that result from being in the wider city and collecting a diversity of

interactions, an argument often attributed to Jane Jacobs (22). This analysis of the finer structure

of more heterogeneous interactions, which requires considerations beyond the average behavior

derived here, will be considered elsewhere. Likewise the analysis of the fine structure of types

of functions and interactions in cities, for example in terms of professions, and their connection

to superlinear increases in socioeconomic productivity is developed in greater detail in (34).

Mixing, Exploration of Space and Fractal Dimension

Here, I develop more detailed considerations about the exploration of space by individuals that

may take place in cities and the necessary conditions for a mixing population. The general

idea is that, to benefit from their integration in the city, individuals explore different locations

at different times but must be able, on their most basic budget, to explore the city fully. I

parameterize this general behavior in Eq. (S6) by H , the fractal (Hausdorff) dimension of a

path in space. T is the (energetic) cost associated with such path, which is written in terms of

the city’s land area, A, as

T = εA
H
D , (S6)

in D general dimensions and where ε is a cost per unit length (see main text). The minimum

budget that a new citizen may naturally muster is ymin = GN/A, which is much smaller than the

average budget, y = GN/An, because A >> An. Thus, this can be seen as an entry condition

into the city: A new citizen, perceiving the city only in an unstructured way, before knowing its

networks and public spaces, should be able to reach anyone else in the city. Equating T to ymin
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leads to a generalized relationship between population and area of the form

A = aNα, (S7)

with the exponent α = D/(D + H) ' 2/3, for D = 2, H = 1, and the baseline area

a = (G/ε)α. Note that a is a rising function of G, which controls the average strength (and

productivity) of social interactions, and of decreasing ε the cost of transport per unit length.

Thus, increases in human capital, mobility and the diversity of social interactions, if expressed

in increasing values of G and increases in transportation efficiency (decreases in ε), lead to a

larger a and an overall less dense city, while preserving the scaling relation. This is consistent

with the observed trend in modern cities over time to become less dense (35).

The parameters G and ε are generally time dependent and may also show some (small) city

size dependences a subject that I explore in the main text. Note that G can be measured from

G = yan = Y
N

An

N
, as is done in Figure 1B (inset). The constancy of the average G, measured

in this way, gives direct evidence for the empirical validity of the assumptions made in the

main text and can be interpreted as a “conservation law”, since dG/dN = 0, or equivalently

d ln G/d ln N = 0.

I introduced a Hausdorff dimension H to characterize paths through the city because I con-

sidered it too strong an assumption to take their geometry to be known. It is interesting to

discuss the meaning of the several values of H further. H = 1 corresponds to the most natural

assumption, that these costs are proportional to the linear extent (diameter) of the city and is

clearly sufficient for an individual to reach any location in the city by himself. This is the as-

sumption that is made (often implicitly) in urban economic models of land use, due to Alonso,

Müth, Mills and others (36,37). The exponent α = 2/3 was derived long ago by Nordbeck (18),

who first observed it for Swedish cities. He used an allometric argument that total city popula-

tion, N , should scale like a 3D volume due to its spatial profile of density change, which implies
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N ∼ A3/2. This is indeed the case for D = 2, H = 1 in the argument given here. However, the

social interaction picture, constrained by transportation costs across the city, is more fundamen-

tal because it can be fulfilled by individuals, appeals directly to function and social dynamics

and does not require global optimization.

H < 1 corresponds to a trajectory with a volume less than linear and is in practice a series of

separate spatial clusters. This means that an individual cannot reach the entire city by himself,

though the city may still stay connected via a chain of local interactions. While a city can exist

as such, cities would potentially become more and more disconnected as they grow, requiring

a larger number of overlapping zones and interpersonal contacts to be available to each citizen.

In this regime a city would then behave more like a series of separate interacting communities

rather than a whole mixing population, a characteristic that is often used to define the absence

of a bona fide functional city. Note that in the limit H → 0, the exponent δ = H
D(D+H)

→ 0,

and urban agglomeration effects (superlinearity of socioeconomic outputs and sublinearity of

infrastructure) altogether vanish. Given available data, which provides typically only total ad-

ministrative unit area for a city or metropolitan area, this H . 1 regime seems to be sometimes

observed, see discussion below and Table S3.

Conversely, H > 1 means that the length of trajectories scales faster than a linear volume,

and in particular for H = 2 they would scale as an area (and for H = 3 as a 3D volume).

Because cities are approximately two dimensional we may expect H ≤ 2 to be an absolute

upper bound, which leads necessarily to α ≥ 1/2 and δ ≤ 1/4. It is important to stress that

although individuals may explore the city in a way that is area filling locally, this does not imply

that H = 2 in general. This is because the characteristic length is measured in terms of the area

of the city, and consequently H = 2 would mean that they would have to cover the entire land

area over a given time period. This seems counterfactual, certainly for large cities. For all these

reasons, while I leave H as a parameter in the main text, I expect that it would naturally be of
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order H ' 1, with α = D
D+H

' 2/3 and δ = H
D(D+H)

' 1/6, see also main text.

Infrastructure Networks’ Length is Area Filling

I have assumed in the main text the property that networks of infrastructure fill the area of

the city. This assumption is implicit in the principle that infrastructure networks grow in a

decentralized way in order to connect each addition of a new inhabitant. This assumption

means more explicitly that any occupied land area (as residence, business or any other use)

can be reached by people, goods and information traveling over infrastructure networks. The

technology involved in these networks varies enormously with level of urban development but

I assume here that the geometry of the networks does not. Figure 2A (main text) illustrates this

situation for a regular grid. In this case the total length of the network can be derived easily, see

Figure 2A (main text), as

A = L2 = (nbl)
2; Ln = 2(nb + 1)L = 2(nb + 1)nbl =

2

l
A + 2

√
A ∼

nb>>1
A, (S8)

where l is the average block length (the minimum separation along the network), nb is the

(linear) number of blocks across the city, and L = nbl. The factor of 2, in the first term of Ln

above, accounts for vertical plus horizontal network segments, and the factor of nb + 1 counts

the number of segments across the city, including one at the edge, each with length L = nbl.

The factor of n2
b that results is then identified with the area A, up to a multiplicative constant.

For networks that are not, on the average, square grids the constants multiplying the factors of

area, A, will differ, but not the space filling character of the network, expressed as Ln ' A/l.

Boundary Conditions and Scaling of Currents

Here I show more explicitly the effect of the choice of boundary conditions on network model

variables and the introduction of certain city size independent individual and network properties.

This choice is important because it sets the scaling behavior of energy dissipation in the network
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due to transportation processes. I have assumed that the width of the smallest network units, s∗,

is a constant, independent of city size. Although seemingly an abstract assumption this means

in practice something quite intuitive, that house doors, water faucets and electrical outlets, for

example, each have a common cross section in all cities that does not vary with city population

size. This means that I can write the scaling of width across network levels as

si = s∗b
(δ−1)(i−h), (S9)

which implies that the width is largest at the highest level (i = 0: root, ”highways”) s0 =

s∗b
h(1−δ), since b > 1 and δ << 1. In addition recall that Ni = bNi−1, N = Nh = bh and that

it follows from the conservation of current, Ji, that

Ji = siρiviNi = si−1ρi−1vi−1Ni−1 = Ji−1, ∀h
i=1. (S10)

This condition may apply only statistically (38) for a network that is not a (balanced) tree, as for

example, would happen in a semi-lattice (26), where branches at the same level are connected,

or upper branches can converge on the same lower site. This condition leads to the scaling

relation for the current density

ρivi = b−δρi−1vi−1. (S11)

This relationship is not fully specified until I prescribe its boundary conditions. I can place

a limit on the current density at the root ρ0v0 = const, which leads to ρivi = b−δiρ0v0, or

at the smallest branches ρhvh = ρ∗v∗, which leads alternatively to ρivi = bδ(h−i)ρ∗v∗. These

conditions result in the forms for the total current at each level

Ji = siρiviNi = s∗ρ0v0b
h(1−δ), (S12)

or

Ji = s∗ρ∗v∗b
h, (S13)
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respectively. Both these forms are independent of level i, a necessary consequence of total

current conservation, but they scale with population size in different ways. Specifically, given a

boundary condition at the root obtains Ji = J = s∗ρ0v0N
1−δ, while for the boundary condition

at the leaves this leads to J = J0N , with J0 = s∗ρ∗v∗. Note that the latter is the expected current

for a population of individuals, in terms of their intrinsic “individual needs”, and is therefore

the natural boundary condition. It means, in intuitive terms, that the flow of people through

doorways in their homes is similar across cities of different sizes and that the consumption of

water, electricity, etc, per capita in households is an invariant of city size, as observed (12).

Thus, the differences between cities arise at larger scales, where social interactions are more

common and population-wide constraints apply. Thus, life at home in cities of any size remains

in many ways the same; it is only in public interaction spaces that the more urban character of

larger cities manifests itself.

Dissipation on Infrastructure Networks

There are many dissipative processes (costs) that can take place in a city and that can lead to

situations in which increasing social interactions and their products may be more than overcome

by their associated costs. In the main text I assume the the resistance at each level of the network

is that of all branches taken in parallel (c.f. (4) ), that is

Ri =

[
Ni∑
i=1

1

ri

]−1

=
ri

Ni

, (S14)

as usual, if all branches have the same resistance ri. The resistance of each branch is a purely

geometric property of the network times a resistance, r, per unit length and transverse area,

ri = r
li
si

= r
a

ls∗
b(α−δ)i+(δ−1)h, (S15)
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which increases with level i, and therefore is larger in the smallest branches than at the root.

From (S14) this leads to

Ri = r
a

ls∗
b−(1−α+δ)i+(δ−1)h, (S16)

which decreases with i and is therefore larger at the root (highways) than at the leaves (narrow

local paths). This is a direct result of the assumed parallelism of the branches at each level. If

they are not strictly operating in parallel then the total resistance will decrease less slowly from

the root to the leaves of the network, and be larger in total, leading to higher dissipation than

estimated here. We can put the conditions on the current and resistance together to obtain the

total power dissipated, W , as

Wi = RiJ
2, (S17)

W =
h∑

i=1

Wi = J2

h∑
i=1

Ri = rJ2 a

ls∗
b(δ−1)h 1− b−(1−α+δ)(h+1)

1− b−1+α−δ
= W0N

1+δ, (S18)

which scales superlinearly, with an exponent 1 + δ ' 7/6 (D = 2, H = 1). The pre-factor in

Eq. (S18) is W0 ' arJ2
0

ls∗(1−b−1+α−δ)
. We see that the dissipative behavior of the network is set by

the current squared, J2, multiplied by the resistance at the root, R0 = ar
ls∗

N δ−1. The current,

in turn, is set by conditions at the smallest branches, that is, by the fundamental properties of

people and their behavior. Thus, the main overall contribution to these dissipative processes

results from people, energy, information, etc, being channeled through a network with many

levels, and of the constraints that occur at its largest scales. Remarkably, this result ties together

the most microscopic needs and behaviors of individuals anywhere to the most macroscopic

aspects of the urban infrastructure.

Another way to see this is to rearrange terms in Eq. (S18) to write it as

W = r′
(a

l

)2 J2

An

(S19)
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where r′ = r
(1−bα−δ−1)(1−bα+δ−1)

. This shows that that the dissipation term can be made smaller

by increasing the infrastructure network’s total volume, An. In contrast, as we have seen above,

making An smaller increases the social outputs of cities. Thus, we may expect an equilibrium

between the detailed consequences of these two effects that leads to an optimal allocation of

infrastructure to social interactions as a function of population size (and level of technology).

Global Optimization

Here I show that the principles discussed in the main text can be formulated in terms of a

constrained optimization problem, where each individual maximizes the outcome of his/her

interactions minus costs, subject to the general infrastructural and size constraints posed by the

city, and where city infrastructure can be managed so as to maximize collective welfare. I write

the objective function, L, for this problem as

L = Y −W + λ1

(
εAH/D −GN/A

)
+ λ2 (An − cNd) , (S20)

where c = A0a
−1/D is a constant in N that follows from Eqs. 2 and 4, d = (A/N)1/D (see main

text) and λ1, λ2 are Lagrange multipliers. From their point of view, individuals can structure

their interactions in space and time so as to maximize the benefit of being in the city, while

minimizing costs. This is expressed primarily in terms of the factors that enter G. In turn,

city authorities should provide organizations (such as police, which affect social interaction

modes) and infrastructure so that general urban socioeconomic benefits are maximized. This

can be expressed in terms of the variation of An (and of the factors that make it). Varying (S20)

relative to A and An leads to

Y (N) = G
N2

An(N)
, W (N) = r′

(a

l

)2 J2(N)

An(N)
, (S21)

that is, it imposes the dependences in N of A and An discussed in the main text and their

consequences for social outputs and network dissipation.
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Now observe that the problem of matching the sum total of social interactions to costs has

two solutions in terms of values of G, specifically

G ≡ Gmin = 0, or G ≡ Gmax =

[
(εl)2α

r′J2
0

l2(1−α)

] 1
2α−1

. (S22)

The first solution, at G = 0, means that for a city to exist it needs to have some level of

net positive social interactions, G > 0. The second solution is the point at which network

dissipation costs overwhelm the social benefits of the city, beyond which the city becomes too

expensive to exist as a whole and may break up into disconnected areas. In between these two

extremes, there is a special value of the coupling G = G∗ for which the balance is positive and

largest. We can determine this point by taking the variation of the net benefits L relative to G,

(recall that a = (G/ε)α), to obtain

dL
dG

=

[
(1− α)− α

r′J2
0

G

(a

l

)2
]

N2

An(N)
= 0, (S23)

which results in the solution

G = G∗ =

[
1− α

α

] 1
2α−1

Gmax ≤ Gmax. (S24)

This condition implies that there is an optimal G to which any city should converge in order to

maximize its difference between net social output and associated dissipation costs. Note that

the city can only exist if social outputs are larger than dissipation and that, starting with small

G > 0, it pays to increase the coupling for a while. However, increasing it beyond G > G∗

leads to dissipation rising faster than social outputs, reducing the net difference between the two

and ultimately canceling them altogether.

Finally we can rewrite L at G∗ as

L = Y −W =
2α− 1

α
G∗N

2

An

. (S25)

We see, therefore, that the optimization that is achieved in the city is open-ended relative to pop-

ulation size, N , as long as both individual choices and infrastructure can be mutually adapted
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to (close to) their optimal values. This emphasizes the interplay between individual and social

behavior, which constitutes the necessary condition for the city to exist, and the role of infras-

tructure and policy in creating the conditions that promote the benefits and reduce the costs of

human social behavior.

In practice, these conditions predict that the most likely value of G from a sample of many

cities should correspond to G∗. Therefore, we can use an estimate of the mode of the distri-

bution of G (Fig. 1B inset) to obtain G∗, shown as the solid yellow line. Thus, monitoring

relative changes in Y (e.g. via GDP) versus those in W (the dissipative costs of transportation)

allows cities to judge how close to their optimal net output they are. More importantly, it also

provides a practical and quantitative basis for iterative city management and policy as well as

for benchmarking urban areas relative to each other, see Fig. 1B (inset).

Empirical Support for Urban Scaling Laws Predicted by Theory

Table S3 (and Table 1) summarizes the empirical literature on estimates of scaling relations for

cities including a few new ones, introduced here. I now discuss some of the current evidence

for the ranges of exponents given in Tables 1 and S3 and present a few additional examples

that emphasize the consistency of scaling exponents with data from many different urban sys-

tems and over time. I also discuss issues related to currently available data for specific urban

indicators and directions for future empirical research.

There have been over 50 years of research characterizing many urban properties in terms

of allometric, or power law, relations, especially in geography, sociology and urban economics.

The use of these types of scale-invariant relations is dictated by the general, but often unstated,

assumption that human settlement properties, from the smaller towns to the largest cities, vary

continuously and that there is no particular population or length scale at which they change

radically. This is supported by a vast body of empirical evidence, only a fraction of which is
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discussed below.

Urban Scaling of Land Area: There have been many attempts over the last 50 years at charac-

terizing the scaling relation between the land area of cities, A, and their population, N . Many of

the early characterizations of this scaling relation in the geography literature use definitions of

cities in terms of sets of administrative units (39) (e.g. counties, municipalities), which leads to

several potential biases. Also, more modern methods relying on remote sensing measure built

area (impervious surfaces), which more closely tracks the infrastructure network, especially in

larger cities, thus providing a good measure of An, but not necessarily of A, the circumscrib-

ing area, see Table S3. In addition, some of these studies, especially early analyses of satellite

data (40, 41), assumed that cities would take an approximately circular form, and analyzed the

scaling of the corresponding radius, see also (42). These methodological choices introduce un-

certainly in the measurement of the area of cities and are further compounded by changes in

settlement spatial profiles over time that occur as a result of socioeconomic growth and techno-

logical change in transportation, as discussed in the main text. These effects must be carefully

considered in order to compare statistical analyses of data.

The first quantitative analyses of the relation between A and N , to the best of my knowl-

edge, go back to the late 1950’s and early 1960s. Stewart and Warntz (39) measured areas

associated to cites (political units) in the US in 1940 and England and Wales in 1951 and found

α ∼ 0.75. Nordbeck (18), using 1960 and 1965 data, found that for about 1,800 urbanized

areas in Sweden α ' 2/3, which is also consistent with US metropolitan statistical areas in

recent years (42). He discusses different definitions of cities, but uses the Swedish tätort (ur-

banized area) in his empirical analysis, which is a built up area connected by infrastructure

in analogy to the principles and assumptions made in the main text. Nordbeck’s work (18) is

important because, in addition to this empirical analysis, it develops the first theoretical argu-

ment for α = 2/3 and discusses the nature of the settlements that show the greatest variation
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from scaling, see also (43). Specifically, he discusses the particular functional characteristics of

settlements, especially among small towns, that can lead to deviations from scaling, from dor-

mitory towns and railroad villages, to fishing communities and resorts. But most importantly,

Nordbeck develops a theoretical argument for cities in terms of general allometry, in analogy

to river networks and biological organisms. He argues that the the settlement profile of cities

is heterogeneous in space and that, as a consequence, total population must scale with a di-

mension larger than that of land area and has a most natural dimension of a physical volume

(D = 3). This implies N ∼ A3/2, or A(N) ∼ N2/3, as he observes (18). The theoretical

framework developed in the main text derives this result in the particular case of D = 2, H = 1.

But, importantly, the theory developed here shows how this scaling exponent can be obtained

through the consideration of more fundamental urban function rather than form, specifically

via the requirement of population mixing under advantages of agglomeration in terms of social

interactions, subject to transportation costs.

After Nordbeck, several other studies found values of α in the range 2/3 ≤ α < 1, see

e.g. (39–42, 44–47). The larger observed variability in the exponent of this scaling relation

relative to others may be the result of the adoption of different (inconsistent) definitions of city,

limited ranges of scales, different measurement methods, etc (48). The range for α given in

Table 1 (see Table S3) is a synthesis of these results and reflects this larger variance. It would be

desirable in the future to develop a more consistent approach to measuring this scaling relation,

hopefully motivated by the theoretical framework developed here.

Urban Scaling of Paved Areas: Several of the more modern empirical studies aiming at cap-

turing the spatial extent of cities use satellite imagery as a means to measure the built area of

settlements. These data allow, in principle, for simultaneous and consistent measurements over

many cities. Pioneering studies by Batty, Longley and collaborators in the early 1990s (49),

analyzing specific regions of Britain (such as Norfolk) found no (strong) agglomeration effects
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in this regional context, and developed null models to account for such behavior. However,

these techniques have since developed further and been carefully calibrated and refined over the

last 20 years, see e.g. discussion in (16). As a consequence remote measurements of built area

have probably become reliable in the last few years thanks to new satellite imagery and more

thorough comparative analyses. When applied to large cities they measure primarily the area

of paved infrastructure, thus providing a measure of An, not A. A variety of recent results for

large cities in Europe (50), China (51) and over 3,600 cities over 100,000 people worldwide (16)

establish the scaling An ∼ N ν , with ν ∼ 5/6 (see Table S3), in general agreement with the

theoretical arguments developed in the main text. The value of the exponent ν shown in Table 1

is a synthesis of direct measurements, such as those shown in Fig. 1A (main text), and of these

recent remote sensing estimates, see Table S3. More systematic measurements of A and An

and corresponding population sizes, would be desirable and new remote sensing datasets, prop-

erly calibrated and expanded to smaller settlements, may provide the best candidate empirical

approach to this end (16).

Urban Scaling of Social Outputs: Perhaps an even richer literature addresses the effects of city

population size on urban socioeconomic quantities. General qualitative arguments for the ad-

vantages of cities in human social life are very old and date back to at least Aristotle (52) in his

Politics, where he discusses the greater scope of human sociality in cities (polis) when compared

to animal societies. In terms of inspiring economic theory, the work of Alfred Marshall about

industrial districts (23) and, more recently, of Jane Jacobs (22) and Allan Pred (53), suggested

general qualitative mechanisms for why larger cities can generate increases in innovation and

economic production rates and inspired many subsequent empirical and theoretical studies. The

main arguments about these dynamical (functional) advantages of larger cities rely on aspects of

their internal socioeconomic structure, which allow larger cities to provide new and better ser-

vices in the context of a (national or even international) system of cities (22), (53). These ideas,
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which together with concepts from location and central place theory (54, 55), constitute the

basis for modern economic geography (29), require progress in the current quantitative under-

standing of urban social and infrastructural networks as the basis for predicting agglomeration

effects. This is the objective of the theoretical framework developed in the main text.

Historically, it was only in the 1970s, to my knowledge, that direct empirical analyses of

socioeconomic output rates across cities were first carried out. Sveikauskas (9) provided one of

the first such measurements, dealing with the scaling of value-added in several manufacturing

sectors in US metropolitan areas with population, controlling for the education level of the

workforce. In this spirit, many subsequent studies followed and attempted to control for other

factors that co-vary with city population size, such as types of economic sector or measures

of human capital. It is important to emphasize that these factors vary over time and with the

level of socioeconomic development, while scaling exponents do not, see Fig. S3. For example,

much of the wealth of cities in China at present, see Fig. S1, depends on manufacturing, while

the wealth of cities in Germany, Japan or the USA, Figs S1-3, rely on other more ”high-tech”

sectors, such as media, finance, and more advanced technology, with different compositions in

different nations. The disproportionate concentration of high value-added sectors and human

capital in larger cities provides only a circular argument for the higher productivity of larger

cities, a point already clearly made by Jacobs (22) and Pred (53) in their foundational work on

the economies of cities. Thus, these effects must be explained together from a more fundamental

dynamics that allows both increases in economic productivity and in human capital to arise in

the first place and reinforce each other to realize their productive potential (22,23), (53). A

central objective of the theoretical framework of the main text is to provide a basis for the

understanding of such joint dynamics in terms of evolving structures of urban social networks.

The most direct measure of the size of urban economies is the Gross Domestic Product

(GDP) of metropolitan areas. The US Bureau of Economic Analysis has been publishing data
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on Metropolitan GDP since 2001 only, and of components of personal income (including wages)

since 1969, see Fig S3. Metropolitan GDP is derived as the sum of the GDP originating in all

the industries in the metropolitan area, at some level of industrial classification resolution. Both

these measures (GDP, wages) rely on data collection from a variety of state and federal sources

and their construction is complex but consistent, see http://www.bea.gov/regional/

methods.cfm. For other nations these procedures tend to be analogous and some detail is

available in the original sources’ online materials, see Materials and Methods above.

Analyses of other quantities mediated through social interactions, such as crime, the in-

cidence of contagious diseases, innovation, etc provide opportunities to measure the effects

of cities in accelerating human social contact rates. Generally, in modern societies, levels of

person-on-person crime (such as homicides) increase superlinearly with city size (10,12,25).

However, this may not always have been the case as it is the net result of superlinear opportuni-

ties for violence and social measures to combat crime (metropolitan police), which historically

are first developed systematically in larger cities (1), (56). It has been argued for example that

in Medieval times, cities were safer than the countryside (and both were very violent by modern

standards) (1), and also that pre-1940s larger cities in the USA were safer (57) than smaller

places, but quantitative data in support of these statements are weak. At present, urban systems

that present higher levels of violence, especially in Latin America and parts of Africa, also suffer

from severe issues affecting the availability and reliability of reported data (25). Nevertheless,

where data are systematically collected exponents are in the expected ranges (25).

These reporting biases also affect measurements of public health data, especially deal-

ing with the incidence of contagious diseases. In developed nations, access to modern pub-

lic health in large cities has all but stemmed the worst impact of most contagious diseases.

An exception may be HIV/AIDS in the early years of the epidemic (12) (which showed su-

perlinear rates of incidence with city size), as no crowd immunity effect or clinical inter-
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vention could then reduce death rates. The effect of antiretroviral treatment for the disease

has sharply reduced new cases of the disease (as well as deaths) from the date of its intro-

duction in the US in 1996. But because this introduction seems to not have suffered from

substantial city size biases (at least among large cities for which there is data), it has not af-

fected scaling exponents significantly. Data from the US Centers for Disease Control (CDC)

for the earliest years of the epidemic are sparser and concentrated on higher risk population

segments, see http://www.cdc.gov/hiv/topics/surveillance/resources/

reports/past.htm#supplemental, and the specific urban areas where the epidemic

first took root, such as San Francisco and New York City. Later years provide a more general

picture of urban contacts leading to the spread of the disease. It would be interesting to per-

form more thorough analyses of the epidemic’s history, with these events and data limitations

in mind.

Other contagious diseases, such as diarrheal diseases, have historically contributed to much

urban mortality, especially among children. Where data are available, the incidence of these

diseases is clearly correlated to urbanization, including in 19th century Britain (58). At present,

where these diseases remain a major burden, data are usually lacking or are unreliable. This

situation may soon change, due to new measurement opportunities in developing nations re-

sulting from portable device technologies. These opportunities will provide important tests and

applications of the theoretical framework developed here in environments where understanding

and managing urbanization are most critical.

Urban Scaling of Invention and Innovation: While very important for growth and develop-

ment, innovation is difficult to measure unambiguously. Patents (11) have provided a proxy

for technological innovation, as have employment in ‘creative’ sectors (59). Patents tend to

show scaling exponents slightly larger than most other socioeconomic rates, in the range β =

1.2 − 1.3, possibly because they rely on interactions between individuals that are already dis-
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proportionately present in larger cities. For example, the number of supercreative1 profession-

als (59) scales with city size in the US with an exponent β ' 1.15 (11).

The exponent range for socioeconomic rates in Table 1 are obtained from references (9,10,11,12),

(43), without controlling for co-varying factors, see Table S3.

Direct Measurement of Scaling of Social Interactions: Direct measurements of human social

interactions are difficult to obtain because of issues of privacy and because of the vast numbers

of people involved in each city and the necessity to cover cities of different sizes. Pioneering

studies in sociology (60,61), based on survey data, established a few general trends about strong

links and how they vary with types of people, such as age or socioeconomic status. These

findings suggest an increase in social connectivity with city size, as more people of working age

and of higher socioeconomic status manifest on average more connections, but their methods

and scope are not entirely conclusive in this respect. More recently, the advent of large scale

cell phone data allows us more comprehensive measurements of social networks, though with

a different set of caveats. A recent study of two different European nations (21), Portugal and

the UK, establishes the superlinear behavior of various measures of social interactions with

exponents in general agreement with theoretical expectations, see Table S3. This is the range

shown in Table 1.

Urban Scaling of Land Rents: An estimate for land rents across the city, given in Tables 1 and

S3, follows from considering the total income ∼ N1+δ divided by the total land ∼ Nα, which

results in average land rents (measured in units of money per unit area and unit time) scaling

with an exponent PL ∼ N1−α+δ, 1 − α + δ ' 1/2 in D = 2, H = 1. Thus, land rents scale

faster with population than incomes or wages. This is offset in part, by smaller per capita use of

land, achieved primarily by increasing the floor area of buildings relative to their land footprint
1Supercreative professionals (see (59), pages 327-329) are defined as individuals working in ”Computer and

Mathematical, Architecture and Engineering, Life, Physical and Social Sciences, Education Training and Library,
Arts, Design, Entertainment, Sports and Media” occupations. These professions are defined by the Standard
Occupation Classification System of the US Bureau of Labor Statistics.
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by building taller multi-floor units.

Data on land rents across cities are fairly sparse. Ranges given in Table 1 are obtained

by adapting the results from (24) on housing values as a proxy. Note that in their Figure 3

these authors estimate the scaling of personal income per capita on median house value by

metropolitan area. They find an exponent of 0.34± 0.02. Thus, with income per capita scaling

with exponent δ, we obtain that PL ∼ N δL , with δL = δ
0.34

= 2.94δ = 1−α+δ. In the estimates

given in Table 1 I used δ = 1/6, but a slightly lower value of this exponent (often associated

with income, but not wages or GDP, because of national transfers) will naturally result in a

lower estimate of δL.

New Evidence for Predicted Scaling Relations for Different Nations and Time: Figs. S1-3

show how the scaling of superlinear socioeconomic rates is a property of many urban systems

worldwide, across several continents (Americas, Asia, Europe) and levels of development (e.g.

China or the USA). Fig. S1 also shows the sublinear scaling of infrastructural quantities, see

also (12), in relation to corresponding socioeconomic rates for the metropolitan areas of Japan.

Finally, Fig. S3 show the extraordinary consistency of superlinear scaling of socioeconomic

rates (wages) in US Metropolitan Statistical Areas over the last 40 years, see also (43). This

confirms the theoretical prediction that scaling exponents are independent of time, and levels of

socioeconomic development, which vary considerably over this period; see Fig. S3d.

All this evidence, across time and nations all over the world, establishes some of the gen-

eral properties of cities that can explain their universal role in socioeconomic development of

human societies (1,9,22). Current data gaps, uncertainties and potential biases also stress the

need for theory that can establish key quantities to measure and provide quantitative hypothesis

for their magnitude and behavior. The framework developed here seeks to explain and pro-

vide predictions for urban data anywhere, through an interdisciplinary quantitative synthesis

from geography, sociology, urban economics, planning and complex systems. It establishes the
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fundamental nature of cities in terms of network theories of people and infrastructure.

Supplementary Figures

(a) (b)

Figure S1: Income and infrastructure for Japanese cities in 2005. (a) Scaling of the income in
Japanese Metropolitan Areas (MAs) (orange circles) and underlying prefectures (green dots).
Observed scaling with exponent β = 1.12 (95% confidence interval [1.07, 1.17], R2 = 0.99) is
shown as the solid blue line. (b) Scaling of the the length (not area) Ln of roads in Japanese MAs
(orange circles) and prefectures (green dots). Observed exponent (solid blue line) is β = 0.67
(95% confidence interval [0.55, 0.78], R2 = 0.94). Both exponents are in close agreement with
the theoretical expectations developed in the main text.



(a) (b)

Figure S2: Scaling of Gross Domestic Product (GDP) for cities in China and Germany. (a)
Scaling of the GDP of prefectural cities (urban districts) in China in 2005. Observed scaling
with exponent β = 1.22 (95% confidence interval [1.11, 1.33], R2 = 0.65) is shown as the solid
line. Urban population is measured through official residence permits. There is substantial
evidence that population counting in this way underestimates the resident population of large
cities by as much as 5 million in Beijing and Shanghai. Such adjustments would bring the
estimated exponent down slightly. (b) Scaling of the GDP of German Larger Urban Zones
(functional cities defined by European Union Statistics) in 2004. Observed exponent (solid
red line) is β = 1.10 (95% confidence interval [1.02, 1.18], R2 = 0.96). The estimate of
the exponent is brought down slightly by the two largest cities, the Ruhr Valley and Berlin,
respectively. In their absence the estimated scaling exponent agrees perfectly with the simplest
theoretical expectation of β = 7/6. The Ruhr Valley is an industrial area composed of several
distinctly recognizable cities. Berlin is a special large city having been largely destroyed in
World War II and still experiencing, at this time, the integration of its Western and Eastern
parts, in the aftermath of German reunification. Its current population of about 3.5 million
remains substantially smaller than at its height (in 1939 it was estimated at 4.3 million.)



(a) (b)

(c) (d)

Figure S3: Consistency of scaling relations for socioeconomic outputs over 40 years. Scaling
of total wages (in thousands of US$) in US Metropolitan Statistical Areas (a) in 1969, scaling
exponent β = 1.11 (95% confidence interval [1.09, 1.13], R2 = 0.95) (b) in 1989, β = 1.12
(95% confidence interval [1.10, 1.14], R2 = 0.94), and (c) in 2008, β = 1.10 (95% confidence
interval [1.08, 1.13], R2 = 0.93). Throughout this 40-year period exponents stayed remarkably
consistent, within each other’s 95% confidence intervals, even as population and baseline wages,
Y0, grows considerably (d), and the economic base of cities changes profoundly, undergoing
several periods of recession and expansion.



Supplementary Tables

Input Variable Symbol
dimension of space D

fractal dimension for travel paths H
transportation cost per unit length travelled ε
interaction area per person (cross section) a0

average travelled distance per person (path length) `
interaction strength for social quantity k gk

smallest network cross section s∗
current density in smallest network segments ρ∗
carrier velocity in smallest network segments v∗

resistance per unit length of network r

Derived Urban Parameter Symbol
average social interaction strength ḡ =

∑
k p(k)gk

coupling G = ḡa0`
agglomeration exponent δ = H

D(D+H)

current per capita on networks J0 = s∗ρ∗v∗

Table S1: Fundamental urban parameters and their significance.

Scaling Relation Pre-factor Exponent
land area a =

(
G
ε

)α
α = D

D+H

network volume (area) A0 = s∗a
l

1
1−bα+δ−1 ν = 1− δ

network length L0 = a/l λ = α
social interactions and socioeconomic rates Y0 = G/A0 β = 1 + δ

power dissipation on networks W0 = arJ2
0

s∗l(1−b−1+α−δ)
ω = 1 + δ

land rents P0 = Y0/a δL = 1− α + δ

Table S2: Summary of the dependence of scaling parameters on input variables (Tables 1 and
S1). Note that exponents are only dependent on the the dimensionless parameters H, D, and
are in general independent of network parameters or of details of individual behavior. In this
sense we may expect exponents to be largely invariant in time, population size or levels of so-
cioeconomic development. Nevertheless, H is a means of measuring how connected (inclusive)
a city is and may change slowly over time. The prefactors of the scaling relations depend on
the remaining input parameters and do change over time (e.g., see Fig. S3d), reflecting socioe-
conomic development and changes in the properties of infrastructure and individual behavior.



Scaling Relation Exponent Error Observations Region/Nation Urban Unit Year Reference
Land area

administrative α = 0.75 NR 412 USA Cities (political) 1940 (39)
administrative α = 0.75 R2 = 0.87 157 England and Wales Cities (political) 1951 (39)

urbanized α = 0.66 [0.65,0.67] 1,800 Sweden Tätort (urban area) 1960 (18)
urbanized α = 0.65 [0.64,0.66] 1,800 Sweden Tätort (urban area) 1965 (18)
urbanized α = 0.63 0.62-0.64 329 USA MSA 1980-2000 (42)
developed α = 0.57 0.56-0.59 329 USA MSA 1992, 2000 (42)

light emissions α = 0.65 R2 = 0.62 4,851 USA Night-light clusters 1992 (47)
Average land area α = 0.67 [0.56,0.75]

built area α = 0.78 NR 89 USA Cities (political) 1960 (44)
built area, radial α = 0.88 NR 368† Michigan, USA Cities (political) 1969 (40)

built area α = 0.96 [0.89,1.04] 70 Norfolk, UK Settlements 1981 (41)
built area, radial α = 0.87 [0.75,0.99] 70 Norfolk, UK Settlements 1981 (41)

built area α = 0.87 NR 51 Ontario, Canada Urban Areas 1966 (46)
Average land area∗ α = 0.75 [0.56,1.04]

Network area (or volume)
impervious surfaces ν = 0.85 0.84-0.86 3,629 World Cities> 100, 000 2000 (16)
impervious surfaces ν = 0.86 R2 = 0.74 119 EU Agglomerations> 200, 000 1990 (50)

built area ν = 0.82 R2 = 0.84 660 China Urban Areas 2005 (51)
area of roads ν = 0.85 [0.81,0.89] 451 USA MSA 2006 Fig. 1A
area of roads ν = 0.83 [0.74,0.92] 29 Germany LUZ 2002 (12)

Average network volume ν = 0.84 [0.74,0.92]

Network length
length of pipes λ = 0.67 [0.55,0.78] 12 Japan MA 2005 Fig. S1

Socioeconomic rates
GDP β = 1.13 [1.11,1.15] 363 USA MSA 2006 Fig.1B,(12)
GDP β = 1.22 [1.11,1.33] 273 China Prefectural Cities 2005 Fig. S2A
GDP β = 1.10 [1.01,1.18] 35 Germany LUZ 2004 Fig. S2B

income β = 1.12 [1.07,1.17] 12 Japan MA 2005 Fig. S1A
wages β = 1.12 [1.07,1.17] 363 USA MSA 1969-2009 Fig. S3

violent crime β = 1.16 [1.11,1.19] 287 USA MSA 2003 (12)
violent crime β = 1.20 [1.07,1.33] 12 Japan MA 2008 (62)
violent crime β = 1.20 [1.15,1.25] 27; 5,570 Brazil MA; Municipios 2003-07 (25), (62)

new AIDS cases β = 1.23 [1.17,1.29] 93 USA MSA 2002-3 (12)

new patents β = 1.27 [1.22,1.32] 331 USA MSA 1980-2001 (11, 12)
supercreative jobs β = 1.15 [1.13,1.17] 331 USA MSA 1999-2001 (11)
R&D employment β = 1.19 [1.12,1.26] 227-278 USA MSA 1987-2002 (11)

Average socioeconomic rates β = 1.17 [1.01,1.33]

Social interactions
cell phones β = 1.12 [1.00,1.25] 415 Portugal Cities, LUZ, Municipality 2006-7 (21)
land lines β = 1.12 [1.05,1.17] 24 UK Cities 2005 (21)

Average social interactions β = 1.12 [1.00,1.25]

Power dissipation
electrical ω = 1.11 [1.05, 1.17] 380 Germany Cities 2002 (12)

Average land rents
median house value δL = 0.49 [0.46,0.52] 363 USA MSA 2006 (24)

NR=not reported. Error, in order of availability from the source, is given by: 95% confidence intervals (square brackets), ranges, or R2 values.
Note: Average quantities are the simple (unweighted) averages across rows. Corresponding error intervals are the union of those from individual studies.
∗ This estimate of Average land area includes all 12 rows above, it mixes explicit measurements of built area with others.
† This estimate was obtained by the author through visual inspection of Fig. 1 in Ref. (39).

Table S3: Summary of empirical evidence for predicted urban scaling exponents. Note that
Land area has been measured in a variety of ways; those that account only for built area (at
different levels of resolution) and those that compute circumscribing area. The latter scale with
a smaller exponent α ∼ 2/3, while the former should approach the exponent ν ∼ 5/6, rather
than α, as their resolution improves, as observed. Additional, measurements, discussion and
sources are given in the original references and in the Supplementary Text.
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